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CLINICAL SCENARIO
You are about to see a 76-year-old

retired schoolteacher for the second
time. You first saw her in the clinic a
month ago because of cognitive prob-
lems. Your evaluation at that time in-
cluded a Standardized Mini-Mental State
Examination,1 on which she scored 18
out of a possible 30 points, and a physi-
cal examination that was normal includ-
ing no focal neurological signs. You ar-
ranged investigations for the treatable
causes of dementia that were negative,
and you thus feel she has probable Alz-
heimer's disease.
The patient has lived with her son

since her husband died 6 years ago. Her
son thinks that she first developed sig-
nificant problems with her memory
about 3 years ago. However, she has
become increasingly agitated and para-
noid during the last year. She has re-
fused to allow him to look after her fi-
nancial affairs, despite the fact that she
owns three pieces of property and isn't
able to manage them herself. Her son
asked you about her prognosis, and
whether she is likely to die soon from
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the dementia. You indicated that you
would discuss this with him at the sec¬
ond visit once the results of all the tests
are available.

SEARCH
Hoping to provide the son with the

most specific information possible about
his mother's prognosis, after the initial
visit you searched the medical library's
MEDLINE CD-ROM system via the
hospital's network on the clinic com¬

puter. You entered "*Alzheimer's Dis¬
ease," which yielded 3687 articles from
1990 onward. Next, you entered "prog¬
nosis," which yielded 23004 articles;
crossing the two sets yielded 27 articles.
Scanning the abstracts on screen, you
found several articles of potential inter¬
est, including one that seemed precisely
on target: "Survival ofOutpatientsWith
Alzheimer-Type Dementia" by Walsh
and colleagues.2
INTRODUCTION
In this article we will suggest a frame¬

work that you can use to efficiently as¬
sess articles that deal with prognosis,
using the article on patients with de¬
mentia as an example. We will follow
the usual format of this series and dis¬
cuss how to determine whether the re¬
sults are valid, how to interpret the re¬
sults, and whether the information will
benefit your patients (Table).
"Prognosis" refers to the possible out¬

comes of a disease and the frequency
with which they can be expected to oc¬
cur (eg, death in a patient with demen¬
tia). Sometimes the characteristics of a
particular patient can be used to more

accurately predict that patient's even¬
tual outcome (eg, a patient with demen¬
tia and behavioral problems may have a
worse prognosis than someone without
behavioral problems). These character¬
istics are called "prognostic factors."
Prognostic factors can be any of several
types, such as demographic (eg, age),
disease-specific (eg, tumor stage), or co-
morbid (eg, other conditions accompa-

nying the disease in question). They can
predict any outcome, whether good (eg,
cure or survival) or bad (eg, death or
complication). Prognostic factors need
not necessarily cause the outcomes, just
be associated with them strongly enough
to predict their development. In the lit¬
erature, prognostic factors are usually
distinguished from "risk factors," those
patient characteristics associated with
the development of the disease in the
first place. For example, smoking is an
important risk factor for the develop¬
ment of lung cancer, but is not as im¬
portant a prognostic factor as tumor
stage in someone who has lung cancer.
It is usually impossible or unethical to

randomize patients to different prognos¬
tic factors. Therefore, the best study de¬
sign to identify the presence of and de¬
termine the increased risk associatedwith
a prognostic factor is a cohort study. As
we described in a previous article in this
series,3 investigators conducting a cohort
study followone ormore groups (cohorts)
of individuals who have not yet suffered
an adverse event and monitor the num¬
ber ofoutcome events over time. An ideal
cohort study consists of a well-defined
sample of individuals representative of
the population of interest and uses ob¬
jective outcome criteria. One cohort study
conducted in Framingham, Mass, inwhich
investigators have followed a cohort of
5209 individuals since 1948, has provided
clinicians with a great deal of useful in¬
formation about the prognostic impor¬
tance of many determinants of cardio¬
vascular disease.4 Since rigorous random¬
ized trials include careful documentation
of inclusion criteria and strict protocols
for follow-up, patients in such trials form
cohorts that can also generate informa¬
tion about the prognosis of a disease.
However, the patients entered into the
trial are often not representative of the
population with the disorder.5
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Users' Guides for an Article About Prognosis
Are the results of the study valid?
Primary guides:
Was there a representative and well-defined
sample of patients at a similar point in the
course of the disease?

Was follow-up sufficiently long and complete?
Secondary guides:
Were objective and unbiased outcome criteria
used?

Was there adjustment for important prognostic
factors?

What are the results?
How large Is the likelihood of the outcome event(s)
in a specified period of time?

How precise are the estimates of likelihood?
Will the results help me in caring for my pa¬
tients?
Were the study patients similar to my own?
Will the results lead directly to selecting or avoid¬
ing therapy?

Are the results useful for reassuring or counseling
patients?

To study prognostic factors, investi¬
gators can also collect "cases" of indi¬
viduals who have already suffered the
outcome event and compare them with
"controls" who have not. In these "case-
control" studies, the investigators count
the number of individuals in each group
with a particular prognostic factor (eg,
were the patients with dementia who
died more likely to have had behavioral
problems than those who did not die?).
The potential for bias when selecting
cases and controls, as well as the ret¬
rospective natureofdatacollectionabout
prognostic factors (which often depends
on the memory of the patients or their
relatives or the accuracy of medical
charts), limits the strength of inference
clinicians can draw from case-control
studies.2 Also, case-control studies can¬
not provide information about the ab¬
solute risk of an event, but only about
the relative risk (RR). Nevertheless,
case-control studies can provide useful
information and are particularly appro¬
priate when the outcome is rare or the
required duration of follow-up is long.
ARE THE RESULTS
OF THE STUDY VALID?
Primary Guides
Was There a Representative and

Well-Defined Sample of Patients at a
Similar Point in the Course of the Dis¬
ease?—This guide addresses two related
issues. The first concerns how well de¬
fined the individuals in the study are,
and whether they are representative of
the underlying population. The authors
should describe and specify their crite¬
ria for establishing that the patient has
the disorder of interest (in this case,
Alzheimer-type dementia) and how they
selected their patient sample.
Several biases related to the assem¬

bly of the patients can distort the re¬
sults of a study. For example, the se¬

quence of referrals that leads patients

from primary to tertiary centers raises
the proportion of more severe or un¬
usual cases, thus increasing the likeli¬
hood of adverse or nonfavorable out¬
comes. In one example of this "referral
filter bias," the likelihood of a subse¬
quent nonfebrile seizure in childrenwith
their first febrile seizure was much lower
in community-based populations than in
those drawn from hospitals.8
The second issue concerns whether

the study patients are all at a similar,
well-defined point in the course of their
disease. Authors should provide a clear
description of the stage of disease at
which patients entered the study. For
instance, since the duration of illness is
often associated with outcome, the in¬
vestigators should report the duration
of illness for the sample patients. Within
reason, all or most of the study patients
should be at a similar point, such as
survivors of a first myocardial infarc¬
tion or patients newly diagnosed with
lung cancer. However, the similar point
in the course ofdisease need not be early
on.
Walsh and colleagues2 studied 126 out¬

patients with Alzheimer's disease who
were consecutively referred to a mul-
tidisciplinary clinic for evaluation be¬
tween 1980 and 1982. The diagnosis was
made by consensus by a group consist¬
ingofan internist, psychiatrist, psycholo¬
gist, neurologist or neuropathologist, and
research nurse using the conventional
Diagnostic and Statistical Manual of
Mental Disorders, Fourth Revision cri¬
teria for dementia.7 The tests used to
exclude other causes of dementia were
not described. However, given the mul-
tidisciplinary nature and expertise of
the group, it seems reasonable to as¬
sume that the appropriate tests were
done to exclude disorders such as hy-
pothyroidism, depression, and space-oc¬
cupying lesions of the brain that can be
confused with Alzheimer's disease.
Walsh and colleagues reported sur¬

vival from two different points in time:
(1) referral to the clinic and (2) the point
at which symptoms ofmemory loss were
first noticed. The former is a more cer¬
tain point in time, but suffers from the
disadvantage that patients come to medi¬
cal attention at different stages in the
progression of their disease. The latter
provides a more uniform starting point,
but is potentially imprecise because de¬
mentia develops insidiously and the time
of onset is identified retrospectively.
Survival after presentation to clinic is
probably more relevant for your pa¬
tient's son.
Was Follow-up Sufficiently Long

and Complete?—Since the presence of
a prognostic factor often precedes the
development of an outcome event by a

long period, investigators must follow
patients for long enough to detect the
outcomes of interest. For example, re¬
currence in some women with early
breast cancer can occur many years af¬
ter initial diagnosis and treatment.8 Pa¬
tients in the dementia study were en¬
rolled between 1980 and 1982 and fol¬
lowed until 1988 or their death. Thus,
the follow-up was quite long, and 61% of
the cohort died during this time.
Ideally, investigators will succeed in

following all patients (as they did in the
dementia study) but this is often not the
case. Patients are not usually unavail¬
able for follow-up for inconsequential
reasons. Patients may fail to return be¬
cause they have suffered exactly those
events in which the investigators are
interested (eg, they died or have been
institutionalized). Conversely, patients
who feel entirely healthy may also be
less likely to return for evaluation be¬
cause they feel so well. Simply put, the
greater the number of patients unavail¬
able for follow-up, the less accurate the
estimate regarding the risk of the ad¬
verse outcome.
Under what circumstances does un¬

availability for follow-up compromise the
validity of a study? It is important that
you consider the relation between the
proportion of patients who are unavail¬
able and the proportion of patients who
have suffered the adverse outcome of
interest. The larger the number of pa¬
tients whose fate is unknown relative to
the numberwho have suffered an event,
the greater the threat to the study's
validity. For instance, let us assume that
30% of a particularly high-risk group
(such as elderly diabetics) have suffered
an adverse outcome (such as cardiovas¬
cular death) during long-term follow-
up. If 5% of the patients have been lost,
the true rate of patients who had died
may be as high as 35%. Even if this were
so, the clinical implications would not
change, and the unavailability for follow-
up doesn't threaten the validity of the
study. However, in a much lower-risk
patient sample (otherwise healthy
middle-aged men, for instance) the ob¬
served event rate may be 1%. In this
case, if one assumed that all 5% of the
patients unavailable for follow-up had
died, the event rate of 6% would have
very different implications. If the num¬
ber ofpatients unavailable for follow-up
potentially jeopardizes the study's va¬

lidity, you should look for the reasons
for patients being unavailable, and com¬
pare the important demographic and
clinical characteristics of the patients
who were unavailable with the patients
in whom follow-up was complete. To the
extent that the reasons for disappear¬
ance are unrelated to outcome and the
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patients who are unavailable are similar
to those for whom information is com¬
plete, you may feel reassured. If inves¬
tigators omit information about reasons
for unavailability for follow-up or the
characteristics of the patients who are
unavailable, the strength of inference
from the study results will be weaker.
Secondary Guides
Were Objective and Unbiased Out¬

come Criteria Used?—Investigators
must provide a clear and sensible defi¬
nition of adverse outcomes before the
study starts. Outcome events can vary
from those that are objective and easily
measured (death), to those that require
some judgment (myocardial infarction),
to those that require considerable judg¬
ment and may often be difficult to mea¬
sure (eg, disability, quality of life). To
minimize bias, the individual determin¬
ing the outcomes should not know
whether the patient had a potential prog¬
nostic factor. This is not always possible
and, for unequivocal events such as

death, may not be necessary. However,
blinding is essential for outcomes re¬
quiring a great deal of judgment, such
as transient ischemie attacks or unstable
angina. In the study by Walsh and col¬
leagues, the method and intensity of fol¬
low-up were not described. However,
all patients were accounted for at the
end of the study and the date of death
was known for those who died.
Was There Adjustment for Impor¬

tant Prognostic Factors?—When com¬

paring the prognosis of two groups of
patients, investigators should consider
whether their clinical characteristics are
similar and adjust the analysis for any
differences they find. The Framingham
Study investigators reported that the
rate of stroke in patients with atrial fi¬
brillation and rheumatic heart disease
was 41 per 1000 person years, which
was very similar to the rate for patients
with atrial fibrillation but no rheumatic
heart disease.9 However, patients with
rheumatic heart disease were younger
than those who did not have rheumatic
heart disease. Once adjustments were
made for the age, sex, and hypertensive
status of the patients, the investigators
found that the rate of stroke was sixfold
greater in patients with rheumatic heart
disease and atrial fibrillation than in pa¬
tients with atrial fibrillation who did not
have rheumatic heart disease.
Many studies of prognosis break the

study group into cohorts based on sus¬

pected prognostic factors. Comparison
of the pattern and frequencies of out¬
comes between these groups can deter¬
mine the RR associated with the prog¬
nostic factor in question. For example,
Pincus and colleagues10 followed a co-

hört ofpatients with rheumatoid arthri¬
tis for 15 years. They separated the pa¬
tients into a number of cohorts depend¬
ing on their demographic characteris¬
tics, disease variables, and functional
status. They found that some demo¬
graphic variables (eg, age and education
level) and functional status (eg, modi¬
fied walking time and activities of daily
living) were strongly predictive of mor¬
tality.
Since treatments can also alter pa¬

tient outcomes, they should be taken
into account when analyzing prognostic
factors. While such treatments are not,
strictly speaking, prognostic factors, the
investigators should adjust for differ¬
ences in treatment in the analysis. For
example, in a study from Framingham
that examined the prognosis of Q-wave
vs non-Q-wave first myocardial infarc¬
tion, the investigators adjusted for age,
sex, and the presence of hypertension,
angina pectoris, congestive heart fail¬
ure, and cardiovascular disease prior to
the infarcì.11 However, they did not take
into account treatment with aspirin or
ß-blockers, which clinicians may have
administered at the time of the infarcì,
and which we know have an impact on
mortality.
In the study byWalsh and colleagues,

no attempt was made to compare the
mortality rate of the demented patients
with a group of patients without de¬
mentia. However, they did evaluate the
importance of 20 potential prognostic
factors in their cohort. Age at symptom
onset, dementia severity, wandering and
falling, behavioral problems, and hear¬
ing loss all had a statistically significant
relation to mortality.
WHAT ARE THE RESULTS?
The quantitative results from studies

of prognosis or risk are the number of
events that occur over time. We will
describe three common expressions of
this relationship that provide comple¬
mentary information about prognosis.
How Large Is the Likelihood of the

Outcome Event(s) in a Specified Pe¬
riod ofTime?—Your patient's son asked,
"What are the chances that my mother
will still be alive in 5 years?" You can
provide a simple and direct answer in
absolute terms. Five years after pre¬
sentation to the clinic about one-half the
patients (50%) had died. Thus, there is
about a 50:50 chance that his mother
will be alive in 5 years.
Your patient's son might then indi¬

cate that the only person he knows with
Alzheimer's disease is a 65-year-old uncle
who was diagnosed 10 years ago and is
still living. He is surprised that his moth¬
er's chance of dying in the next 5 years
is so high. This gives you the chance to

100

95-

90

g 85H
E
¿j 80

£

Streptokinase
and Aspirin

Placebo Infusion
and Tablets

_0 12 24
Time From Randomization, mo

Fig 1.—Survival after myocardial infarction in pa¬
tients treated with streptokinase and aspirin com¬
pared with placebo. Adapted from ISIS-2 (Second
International Study of Infarct Survival) Collaborative
Group. Randomised trial of intravenous streptoki¬
nase, oral aspirin, both, or neither among 17 187
cases of suspected acute myocardial infarction:
ISIS-2. 13:349-360, © by The Lancet Ltd, 1988.
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Fig 2.—Need for revision after total hip arthroplasty
in two cohorts of patients in the same center
(adapted from Dorey and Amstutz").

discuss some of the prognostic factors
for death in patients with Alzheimer's
disease. As mentioned previously, the
statistically significant prognostic fac¬
tors for death were increasing age, de¬
mentia severity, behavioral problems,
wandering and falling, and hearing loss.
You explain that his mother is consid¬
erably older than his uncle was at the
time of diagnosis, and that this likely
explains some of the difference. It would
be nice to use the prognostic factors to
further refine the chance of death in his
mother. Her age is almost identical to
the mean age of the cohort studied by
Walsh and colleagues. However, her
Mini-Mental State Examination score is
quite low (indicating more severe de¬
mentia), and her behavioral problems
also suggest that she is at higher risk
than the average patient in the study by
Walsh et al. Unfortunately, no table or
formula was presented that allows you
to combine all of these factors and es¬
timate a risk ofmortality that is specific
for your patient. However, you can feel
confident in telling her son that his moth-
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er's chances of dying are at least 50%
during the next 5 years, and probably
greater.
The son might then ask whether his

mother's chances of survival could
change with time. Neither the absolute
nor relative expressions of results ad¬
dress this question. For this answer we
should turn to a survival curve, a graph
of the number of events over time (or
conversely, the chance of being free of
these events over time).12 The events
must be discrete (eg, death, stroke, re¬
currence of cancer), and the time at
which they occur must be precisely
known. In most clinical situations the
chance ofan outcome changes with time.
Figures 1 and 2 show two survival
curves, one of survival after a myocar¬
dial infarction13 and the other the re¬
sults of hip replacement surgery.14 Note
that the chance of dying after a myo¬
cardial infarction is highest shortly af¬
ter the event (reflected by an initially
steep slope of the curve, which then flat¬
tens), while very few hip replacements
require revision until much later (this
curve starts out flat and then steepens).
Walsh and colleagues provided a sur¬
vival curve in Fig 1 of their article that
suggests that the chance ofdying is more
or less constant during the first 7 years
after referral to the clinic for dementia.
How Precise Are the Estimates of

Likelihood?—Even when valid, a prog¬
nostic study provides only an estimate
of the true risk. After determining the
size of the risk, we should next examine
the precision of the estimate, which is
best donewith a confidence interval (CI).
Walsh and colleagues found that the 95%
CI for survival 5 years after presenta¬
tion was approximately 39% to 58% (ex¬
trapolated from Fig 1 in their article).
Note that in most survival curves, the

earlier follow-up periods usually include
results frommore patients than the later
periods (because ofunavailability for fol¬
low-up and because patients are not en¬
rolled into the study at the same time).
This means that the survival curves are
more precise in the earlier periods, in¬
dicated by narrower confidence bands
around the left-hand parts of the curve.
Walsh and colleagues also provided

95% CIs for the RR associated with each
prognostic factor. For example, the RR
associated with a behavioral problem
was 1.5 with a 95% CI of 1.0 to 2.5. This
means that the best estimate is that a
patient with a behavioral problem is 1.5
times more likely to die than an indi¬
vidual without a behavioral problem. The
probability that the true RR is between
1.0 (ie, no effect) and 2.5 is 95%.

WILL THE RESULTS HELP ME IN
CARING FOR MY PATIENTS?
Were the Study Patients Similar to

My Own?—How well do the study re¬
sults generalize to the patients in your
practice? The authors should describe
the study patients in enough detail to
allow comparisonwith your patients. The
article should list the patients' impor¬
tant clinical characteristics, along with
the definitions used for these charac¬
teristics. The closer the match between
the patient before you and those in the
study, the more confident you can be in
applying the study results to that pa¬
tient. The characteristics of the study
patients were quite similar to your pa¬
tient.
Will the Results Lead Directly to

Selecting orAvoidingTherapy?—Since
there are no therapies for dementia that
are routinely available and clearly ef¬
fective, this guide does not directly ap¬
ply to your patient. However, prognos-

tic data often provide the basis for sen¬
sible decisions about therapy. Knowing
the expected clinical course of your pa¬
tient's condition can help you judge
whether treatment should be offered at
all. For example, warfarin markedly de¬
creases the risk of stroke in patients
with nonrheumatic atrial fibrillation and
is indicated for many patients with this
disorder.15 However, in one study the
frequency of stroke in patients with
"lone" atrial fibrillation (patients 60
years of age or younger with no asso¬
ciated cardiopulmonary disorders) was
1.3% over 15 years.16 The risks of long-
term warfarin therapy in this group of
patients probably outweigh the benefits.
Are the Results Useful for Reassur¬

ing or Counseling Patients?—Even if
the prognostic result does not lead you
to prescribe an effective therapy, it can
still be clinically useful. A valid, precise,
and generalizable result of uniformly
good prognosis is very helpful to the
clinician when reassuring a concerned
patient or relative. Some conditions, such
as asymptomatic hiatal hernia or asymp¬
tomatic colonie diverticula, have such a
good overall prognosis that they have
been termed "nondisease."17 On the other
hand, a prognostic result of uniformly
bad prognosis provides the clinicianwith
a starting place for a discussion with the
patient and family, leading to counsel¬
ing about end-of-life concerns.
In your patient, information on the

likelihood of death will be useful to the
son and his family as they plan the fu¬
ture care of his mother. Of course, other
prognostic information about the rate of
progression of the dementing process
and the need for intensive nursing care
would also be useful.18,19
We thank Malcolm Hing, MD, for his comments
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